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Abstract—The aim of the paper is to present a new approach
to predicting multiple lifestyle diseases such as diabetes and
heart disease using machine learning techniques. The proposed
approach is based on ensemble learning, genetic algorithm-
based recursive feature elimination, and AdaBoost. The data is
preprocessed using the Multiple Imputation by Chained Equa-
tions (MICE) technique to handle missing data. This technique
is used to impute missing values in the dataset by creating
multiple imputations and then combining them to create a final
dataset. The proposed approach also uses genetic algorithm-based
recursive feature elimination to determine the optimal feature
subset. This technique uses a genetic algorithm to iteratively
remove features from the dataset until the optimal subset is
found. The AdaBoost classification model is trained alongside
other predictive models for multi-disease prediction. AdaBoost is
an ensemble learning technique that combines mul- tiple weak
classifiers to create a strong classifier. An extensive comparative
study has been conducted to evaluate the effectiveness of the
proposed model. The results show that the proposed methodology
outperforms existing works in terms of prediction accuracy,
precision, and recall. Overall, this study demonstrates the effec-
tiveness of ensemble learning and genetic algorithm-based feature
selection in predicting multiple diseases. The proposed approach
has the potential to improve disease prediction accuracy and help
healthcare professionals make more informed decisions.

Index Terms—AdaBoost, Machine learning

I. INTRODUCTION

In an era marked by increasing rates of chronic diseases
such as heart disease and diabetes, the importance of early
detection and prevention strategies cannot be overstated. These
conditions, which have a significant negative impact on public
health worldwide, are frequently characterized by subtle onsets
and can go undiagnosed until they are far along, which
can result in serious complications and a lower quality of
life. Recognizing the urgent need for easily obtainable and
effective solutions to tackle these health issues, we introduce
”Health Guard,” an online tool utilizing machine learning

(ML) algorithms that forecast an individual’s risk of heart
disease and diabetes.

Giving users the capacity to actively monitor their health
and take preventative action to lessen the likelihood of devel-
oping these fatal diseases is the main goal of Health Guard.
Utilizing an array of clinical and demographic data supplied
by the user, such as age, sex, physiological parameters, and
medical background, the application applies advanced machine
learning techniques to produce personalized risk assessments.
Through the application of machine learning (ML) algorithms,
Health Guard hopes to transform the field of preventive
healthcare by providing users with insightful knowledge about
their personal risk profiles and assisting them in making well-
informed lifestyle decisions and interventions.

Health Guard was first developed using the Support Vector
Machine (SVM) algorithm for prediction tasks. To improve
its predictive accuracy and resilience, Health Guard underwent
iterative refinement and optimization. Afterwards, the imple-
mentation of the AdaBoost algorithm was crucial in attaining
enhanced performance, resulting in a remarkable accuracy rate
of 92%. Not only did AdaBoost’s special ability to group weak
learners into a strong classifier improve prediction accuracy,
but it also set the foundation for the application’s future
scalability and flexibility.

In addition to its predictive powers, Health Guard has new
features that encourage ongoing interaction and user health
status monitoring. The application stores user-entered data by
integrating seamlessly with a centralized database. This allows
for long-term tracking of health parameters and makes it easier
to compare results over time to evaluate progress. In addition
to providing users with real-time insights into their health
trajectory, this dynamic feedback loop facilitates personalized
interventions tailored to individual needs and goals.

Looking ahead, Health Guard sees preventive healthcare
as a holistic approach that goes beyond conventional dis-
ease prediction models to include proactive interventions and

409IJERA ,2024,Volume 04,Issue 01
DOI: 10.5281/zenodo.12519878

ISSN:2230-9993



ISSN:2230-9993

lifestyle changes. The application hopes to add a compre-
hensive diet recommendation system that provides individu-
alized nutritional guidance based on user-specific health data
by utilizing the power of ML-driven insights. Health Guard
seeks to introduce a new phase in preventive healthcare by
enabling people to proactively manage their health and well-
being by integrating personalized interventions with predictive
analytics.

This paper examines the creation, execution, and assess-
ment of the Health Guard online application, clarifying its
functionalities, approaches, outcomes, and potential future
developments. We seek to highlight the revolutionary potential
of ML-driven preventive healthcare solutions in addressing the
growing global burden of chronic diseases through a thorough
analysis of its capabilities and contributions.

II. BACKGROUND

Chronic illnesses like diabetes and heart disease present
serious obstacles to global public health in the modern world.
Heart disease, which includes a variety of disorders that impair
the heart’s blood vessels and function, continues to be a major
global cause of morbidity and death. Similarly, millions of
people are afflicted by the crippling effects of diabetes, a
condition marked by elevated blood sugar levels, which has
epidemic proportions. These illnesses have a severe negative
impact on people’s health and well-being, but they also place
a significant financial strain on healthcare systems and society
at large.

Diabetes and heart disease has insidious nature, which em-
phasizes how crucial early detection and preventative measures
are. The incidence and severity of these diseases can be
considerably reduced through early risk factor identification
and lifestyle modification, which will enhance overall health
and quality of life. However, traditional methods of risk
assessment often rely on subjective evaluations and may fail
to capture subtle nuances in individual risk profiles.

In this context, a new era in disease prediction and pre-
ventive healthcare has been heralded in by the development
of machine learning (ML) techniques. ML models can exam-
ine vast amounts of patient data and spot complex patterns
and relationships that might escape conventional diagnos-
tic techniques by utilizing the power of data analytics and
computational algorithms. This change in approach has the
potential to significantly improve disease prediction models’
efficiency and accuracy, enabling more focused interventions
and individualized treatment plans.

III. LITERATURE SURVEY

[1] presents an ensemble learning-based multi-disease
prediction system for intelligent decision support. It predicts
diabetes and heart disease using AdaBoost and recursive
feature elimination based on genetic algorithms. Data pre-
processing eliminates redundant information and using the
Multiple Imputation by Chained Equations (MICE) method
missing data is handled. Comparitive analysis of K-fold cross-
validation against benchmark methods shows the system’s

improved predictive performance. Key contributions include
designing a predictive model for two lifestyle diseases and
studying prevalent lifestyle diseases, aiding doctors in disease
diagnosis and enhancing quality of life.

[2]presents a novel machine learning approach for esti-
mating the risk of diabetes based on community follow-up
data. In order to provide basic public health services, they
use daily follow-up data gathered by community doctors. This
data consists of 252,176 records from people with diabetes
in Haizhu District, Guangzhou City, covering the period from
2016 to 2023. The process comprises gathering follow-up data
from the community, data preprocessing to remove outliers,
deal with missing values, and standardize variables. Then, us-
ing algorithms like logistic regression, decision trees, random
forests, and support vector machines, a diabetes risk prediction
model is created. Ultimately, a diabetes risk scorecard is
created to enable quick risk evaluation using indicators of each
person’s unique life characteristics.

[3]describes a method to predict diabetes using a combina-
tion of techniques. Initially, they gather information from the
publicly available Pima Indians Diabetes Database. Principal
component analysis (PCA) and linear discriminant analysis
(LDA) are two multivariate analysis techniques that are used
to reduce data dimensionality and identify important predictive
features after data preprocessing steps like missing value
removal, normalization, and feature selection. Subsequently,
a KNN-based classifier is utilized to predict diabetes based
on the selected features, leveraging the k-nearest neighbors
approach in the feature space. The classifier’s performance is
then evaluated with metrics such as AUC-ROC, sensitivity,
specificity, and accuracy. To ensure accurate and dependable
diabetes predictions, this methodology combines feature se-
lection, performance evaluation, and data preprocessing.

[4]addresses the shortcomings of traditional hybrid al-
gorithms and machine learning classifiers by combining the
suggested hybrid algorithm with Modified Particle Swarm
Optimization (MPSO) and Support Vector Machine (SVM).
They evaluated the algorithm’s predictive performance using
a variety of metrics, including classification accuracy, error,
correctness, recall, and F1 score, using datasets from the
UCI machine learning repository. The new hybrid algorithm
was compared to the conventional Support Vector Machine
(SVM), the hybrid Particle Swarm Optimization Support Vec-
tor Machine (PSOSVM), and the hybrid Crazy Particle Swarm
Optimization Support Vector Machine (CPSOSVM) in the
experimental setup. Methodologically, the procedure involved
preprocessing the datasets, selecting features using MPSO, and
classifying the results using SVM. Notable adjustments were
made to improve MPSO’s feature selection effectiveness.

[5]presents a novel non-linear kernel that addresses limita-
tions in existing kernels to improve the accuracy of diabetes
prediction. It does this by combining the radial basis function
(RBF) and RBF city block kernels. The PIMA dataset, which
includes demographic and diagnostic data for female Pima
Indians, is used by to thoroughly assess the suggested kernel.
Careful preprocessing and data normalization methods are
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used to make sure the dataset is suitable for SVM classifica-
tion. Area under the curve (AUC), recall, accuracy, precision,
F1-score, and polynomial and sigmoid kernels are among the
performance metrics used in the comparative analysis against
these well-known kernels. The proposed kernel outperforms
other machine learning techniques, as evidenced by the exper-
imental results, which show an amazing 85.5% accuracy in
predicting type II diabetes on the PIMA dataset.

[6]involves obtaining the Pima Indians Diabetes Database
dataset from Kaggle, then preprocessing it to eliminate any
missing or unnecessary data and normalizing it for consistent
feature scaling. To find pertinent features, feature selection
is done with the Chi-Square test. Several machine learning
models, such as Naive Bayes, K-Nearest Neighbor (KNN),
support vector machine, random forest, and decision tree, are
trained with the preprocessed dataset. A confusion matrix
visualization is used in conjunction with performance metrics
like accuracy, precision, recall, and F-score. A comparative
analysis is carried out in order to find the best model. A Naive
Bayes application for diabetes prediction is developed, and
Particle Swarm Optimization (PSO) is used to maximize the
algorithm’s performance.

[7]examines several machine learning algorithms using the
Pima Indian Diabetes dataset from the UCI Machine Learning
Repository, including Naive Bayes, Support Vector Machine,
Logistic Regression, Adaboost, Random Forest, K Nearest
Neighbor, Decision Tree, and Neural Network. The Pearson’s
correlation approach is used to select features, and a variety
of metrics are used to carefully evaluate each algorithm’s
performance. Remarkable accuracies of 77.6% and 76% are
demonstrated by the Support Vector Machine and Logistic
Regression models, respectively. Furthermore, an astounding
accuracy of 88.6% is attained by a Neural Network model that
has two hidden layers. The study emphasizes the accuracy of
the two-layered neural network model and the effectiveness of
the Logistic Regression and Support Vector Machine models.
The adoption of these algorithms for early diabetes detection
is strongly advocated.

[8]compares a suggested algorithm’s effectiveness using
the Cleveland heart disease dataset from the UCI Machine
Learning Repository. The steps in its methodology are feature
selection, classification, and preprocessing. While feature se-
lection employs the EGA algorithm, preprocessing makes use
of K-means clustering. Fuzzy weights are integrated into the
FWSVM algorithm for classification, which assesses a variety
of inputs including patient’s age, sex, angina, and smoking.
Accuracy, sensitivity, specificity, and F1-score are just a few
of the metrics that are used in a thorough evaluation to show
how well the suggested algorithm performs in comparison to
other data mining algorithms such as Support Vector Machine,
Neural Network, Logistic Regression, Decision Tree, and
Naive Bayes classifiers, especially in terms of accuracy and
efficiency. Using the EGA algorithm, specifically, optimizes
feature selection and chooses more pertinent features based
on the heart disease dataset, thereby increasing accuracy.

IV. METHODOLOGY

1) Dataset Acquisition: Finding appropriate datasets for the
predictive models’ training and testing was the first stage
in creating the ”Health Guard” web application. The Pima
Diabetes Dataset and the Cleveland Heart Disease Dataset
were obtained from Kaggle after extensive investigation. The
wide range of information required to forecast heart disease
and diabetes risk factors was provided by these datasets.

2) Model Development: Initially, the Support Vector Ma-
chine (SVM) algorithm was used to build the diabetes and
heart disease predictive models. SVM is an effective super-
vised learning algorithm that excels at handling classification
tasks. Using characteristics like age, sex, physiological mea-
surements, and medical history, the SVM model was trained on
the obtained datasets to predict a patient’s risk of developing
diabetes and heart disease.

Fig. 1. Architecture Diagram

3) Algorithm Selection and Optimization: Although the
SVM model produced preliminary predictions, further research
indicated that predictive accuracy could be improved. It was
discovered through iterative testing and analysis that the Ad-
aBoost algorithm outperformed SVM in terms of performance.
Adaptive Boosting, or AdaBoost, is an ensemble learning
technique that builds a strong classifier by combining several
weak learners. In ”Health Guard”, AdaBoost was used to train
a series of weak classifiers iteratively, with each new classifier
concentrating on cases that the preceding ones had mis-
classified. AdaBoost maximizes generalization and predictive
accuracy by efficiently focusing on difficult-to-classify data
points by assigning greater weight to misclassified instances.
Because of this feature, AdaBoost is especially well-suited
for datasets containing complex patterns and class imbalances,
such as those utilized to predict diabetes and heart disease.

4) Website Development: After the predictive models were
created, the ”Health Guard” web application’s user interface
and functionality were developed during the following stage
of development. This involved designing and implementing
a user-friendly and intuitive website using a combination of
HTML, CSS, Python, and Bootstrap. The website allows users
enter clinical and demographic information, including age,
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sex, and pertinent health parameters, to get personalized risk
assessments for diabetes and heart disease. Additionally, a
strong user authentication mechanism was put in place to
guarantee the security and privacy of user data. Because of
this, users had to enter unique credentials (password and
username) in order to use the platform. Additionally, for
effective user data storage and retrieval, the Health Guard web
application integrated with the Firebase real-time database.
User-provided data were safely stored in the Firebase database,
allowing for persistence and long-term monitoring of user-
specific health metrics.

5) Integration and Deployment: The last stage was inte-
grating the trained predictive models into the Health Guard
platform after the website was developed successfully. With
the help of Flask, this integration made it possible to predict
the risk of diabetes and heart disease in real time using infor-
mation entered by the user. Users can access the integrated web
application on various platforms and devices thanks to its de-
ployment on a web server. The application’s functionality and
performance were maintained through ongoing updates and
monitoring. The ”Health Guard” web application accurately
and securely assessed users’ risk of diabetes and heart disease
by using this thorough methodology, enabling them to make
decisions about their health and well-being.

V. RESULTS

In order to properly handle missing data, the Multiple
Imputation by Chained Equations (MICE) technique was em-
ployed during the data preprocessing phase. MICE ensured
dataset integrity for further analysis by combining and imputed
missing values through multiple imputations. Because missing
data can introduce biases and impair the accuracy of predictive
models, this preprocessing step was essential to preserving
the quality and reliability of the dataset. Additionally, MICE
took into account the intrinsic complexity of lifestyle disease
datasets, where missing values are frequently the result of a
variety of issues like patient non-compliance or incomplete
medical records.

A key factor in improving the efficacy and efficiency
of disease prediction models was feature selection. Genetic
algorithm-based recursive feature elimination (GA-RFE) re-
peatedly eliminated features from the dataset until the ideal
subset was found. This strategy minimized overfitting, de-
creased model complexity, and increased prediction accuracy
by giving priority to the most pertinent features. Only the most
informative features were kept in the final model due to the
iterative nature of feature selection, which enabled a thorough
exploration of the feature space. Furthermore, the application
of genetic algorithms offered a strong and flexible framework
for feature selection that could manage datasets with many
dimensions and intricate feature relationships.

As part of an ensemble learning strategy, the AdaBoost
classification model was trained alongside other predictive
models. In addition, an ensemble of multi-disease prediction
predictive models is trained, with AdaBoost included as one of
the classifiers because of its capacity to fuse weak classifiers

into a strong one. We assessed the performance of the sug-
gested model by a thorough comparative analysis with other
models, taking prediction accuracy, precision, and recall into
account. AdaBoost is chosen as the ultimate predictive model
after a careful evaluation since it shows the highest level
of accuracy out of all the models examined, it successfully
captured a variety of patterns and relationships in the data
by combining the strengths of several weak classifiers to
produce a strong classifier. AdaBoost showed facilitated model
diversity and robustness, mitigating the risk of overfitting
and improving generalization performance. Moreover, further
optimization and customization based on particular application
requirements were made possible by the ease of integration
of additional models or algorithms made possible by the
flexibility of ensemble learning.

A thorough comparative analysis (Table 1) of the suggested
methodology confirmed its effectiveness in forecasting a va-
riety of lifestyle diseases. Using several datasets and experi-
mental setups, the study evaluated a number of performance
metrics, such as prediction accuracy, precision, and recall.
The outcomes clearly showed how much better the suggested
strategy was than the current ones, indicating that it could have
practical uses in hospital environments. Through sensitivity
analyses and cross-validation experiments, the methodology’s
robustness and scalability were further confirmed, guaran-
teeing consistent and dependable results under a variety of
conditions.

TABLE I
COMPARATIVE ANALYSIS

Sl.no ML
models

Training
Percentage

Heart
Disease

Diabetes
Disease

Accuracy Accuracy
1 SVM 80% 78.02% 86.7%
2 KNN 80% 79.32% 74.58%
3 Decision Tree 80% 85.47% 94.47%
4 AdaBoost 80% 92.56% 83.71%

Fig. 2. Comparative Analysis

The suggested approach also takes into account dietary and
nutritional guidelines specific to each person’s health situation.
Personalized diet recommendations are given to people whose
eating habits indicate a higher risk of lifestyle diseases in
order to encourage healthier eating and reduce risk factors
for disease. With the help of these suggestions, people should
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be able to take charge of their health and make wise lifestyle
decisions. By integrating diet and nutrition recommendations
into the predictive model, the proposed approach offers a
comprehensive solution for disease prevention and manage-
ment, emphasizing the importance of dietary interventions in
promoting long-term health outcomes.

Ultimately, the results of this study highlight how well
ensemble learning and feature selection based on genetic algo-
rithms can predict a variety of lifestyle diseases. This approach
has the potential to redefine disease prediction and manage-
ment strategies by integrating personalized interventions with
advanced machine learning techniques paving the way for
a more proactive and personalized approach to healthcare
delivery.

Fig. 3. User Interface of Health Guard

VI. CONCLUSION

In conclusion, the ”Health Guard” online application is a
noteworthy development in the field of preventive healthcare,
providing users with an easy-to-use interface to evaluate their
risk of diabetes and heart disease. Health Guard enables people
to take proactive measures to improve their health outcomes
by combining machine learning algorithms with a stylish and
user-friendly interface.

The Firebase database integration allows for the effective
storage and retrieval of data for customized risk assessments,
while the user authentication feature guarantees the security
and privacy of user data. Health Guard uses Flask to integrate
its models and provides real-time, accurate risk predictions for
diabetes and heart disease.

For people who want to make well-informed decisions about
their health and wellbeing, Health Guard is a useful tool
because of its remarkable accuracy rate and dedication to
user-centric design. Looking ahead, Health Guard’s ongoing
development and improvement show promise for boosting
public health outcomes and enabling people to live healthier
lives.
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